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Abstract

This paper describes the process of compiling an online dictionary of terminology within the TERMIS project. The compilation began from a morphosyntactically tagged synchronous LSP corpus and involved automatic term recognition performed for single- and multi-word terms with the LUIZ term extraction system and the automatic extraction of lexical information from the corpus via the Sketch Engine tool. The information obtained, along with the results of the GDEX system, was imported into the dictionary editing system to the Termania web portal. A free online terminological database of the public relations field comprised of 2000 entries has been publicly available since July 2013.
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1. Introduction

Due to the continuous growth of scientific research, all disciplines must assure the development of terminology in their own language. In the case of Slovene, terminology development is connected to the importance of native language. Several terminological dictionaries have been published in Slovenia in the last few decades; however, there still remains a need for terminology description in many different disciplines.

New challenges in terminology have arisen as a result of the Bologna Reform and system of internationalization of higher education that, among other things, promote frequent exchange between students, lecturers, and researchers (Kalin Golob & Stabej, 2007; Humar & Žagar Karer, 2010; Kalin Golob, 2012; Kalin Golob et al., 2012). Interpretation of internationalization in its narrow sense, i.e. an increase in the number of university programs taught in English, implies a resulting abandonment of Slovene as a language of instruction in higher education. As a result, there are now more and more warnings of such a practice turning into a situation in which “Slovene would eventually become a language in which some disciplines would no longer have, or would no longer develop, its own terms, and the communication would be conducted in a foreign language only” (Humar & Žagar Karer, 2010: 9).
One of the solutions to this problem is to provide Slovene terminology with contemporary reference materials, namely terminological dictionaries and databases. This paper describes the development of a terminological database within the TERMIS project, which consisted of six key phases: (a) a corpus, (b) automatic extraction of term candidates, (c) automatic extraction of collocations and grammatical relations, (d) extraction of good examples, (e) data editing and (f) final online visualization of entries.

2. TERMIS

An applied research project titled *Terminology data banks as the bodies of knowledge: The model for the systematization of terminologies* (TERMIS; http://www.termis.fdv.uni-lj.si/) was conducted between July 2011 and June 2013, funded by the Slovenian Research Agency. The aim of the project was the compilation of an online terminological dictionary of public relations, with two specific objectives:

a) The development of a freely accessible online dictionary-like terminological database for the discipline of public relations. The database contains 2000 terms with definitions, English translations, and typical collocations. Each entry is linked with a specialized corpus of public relations texts called KoRP (http://nl.ijs.si/noske/slspec.cgi/first_form?corpname=korp_sl; Logar, 2007) and Gigafida, a reference corpus of Slovene (http://www.gigafida.net; Logar Berginc et al., 2012).

b) The development of an online dictionary editing system that is easy to use so that an expert in the field, i.e. a terminologist, can start using it without any prior knowledge. Dictionary writing systems are freely available on the Termania online portal (http://www.termania.net; Romih & Krek, 2012; Kompara & Holozan, 2011: 145).

This paper focuses on the first objective only.

3. Corpus

The basis of the project was KoRP, a corpus of public relations texts. The corpus contains 1.8 million words and is a monolingual and synchronous specialised corpus. The corpus has been freely accessible online since it was completed in July 2007. Recently, the corpus was lemmatized and morphosyntactically tagged with the latest statistical tagger for Slovene, called Obeliks (http://oznacevalnik.slovenscina.eu/Vsebine/Sl/SpletniServis/SpletniServis.aspx; Grčar, Krek & Dobrovoljc, 2012). The texts in the KoRP corpus were selected according to carefully designed criteria (Logar, 2007), which make the corpus representative of a public relations field in Slovenia.
4. Term extraction

There are many approaches to extraction of term candidates from specialized corpora. Almost all of them use a combination of linguistic knowledge of terms, and mathematical statistics on word and word sequence distribution in corpora (Vintar, 2008: 100; Vintar, 2009: 346–347 and literature therein cited). Using the LUIZ term extraction tool (http://lojze.lugos.si/cgitest/extract.cgi; Vintar, 2010) we have extracted from the KoRP corpus:

a) **single-word term candidates**: nouns, verbs, adjectives, and adverbs;

b) **multi-word term candidates**: noun phrases and verb phrases.

Both single- and multi-word term candidates have been extracted using morphosyntactic patterns and term weight, calculated by comparing the frequency in the KoRP corpus and the frequency in a general corpus, in our case FidaPLUS, a reference corpus of Slovene (http://www.fidaplus.net; Arhar Holdt & Gorjanc, 2007), and phraseological stability of an extracted terminological unit. We have identified 39 morphosyntactic patterns in total: 30 with a noun as a headword, 9 with verb as a headword. The result of the extraction was lists with 47,007 multi-word units (excluding proper nouns) and 16,190 single-word units (excluding proper nouns).

The lists were carefully analyzed and evaluated in order to determine the successfulness of the extraction method. This highlighted two issues:

a) When the top part of the list containing extracted term candidates was compared with the top parts of the noun and verb frequency lists in KoRP, we noticed only minor differences, but all in favour of the lists of extracted terms; in other words, the lists with extracted terms offered better results. Our expectations were thus confirmed, so we subsequently decided to use only automatically extracted lists of term candidates for building our headword list.

b) The analysis of the top 100 units on the lists of all 30 multi-word patterns containing a noun headword showed that the terminologically most productive patterns were *Adj N*, *Adj and Adj N* and *Adj Adj N*. Over 50% of the analyzed extracted units in the lists were proper terms and thus relevant for our headword list (see Table 1).

We were able to obtain 2000 terms for the dictionary headword list by analyzing 3000 items on the lists containing single-word noun term candidates, and 4000 items on the list of multi-word term candidates (using all 30 patterns). The extraction of adjectives, adverbs, and verb phrases did not yield terminologically relevant results, so they are not discussed in this paper.
was conducted by a terminologist and two experts in the field of public relations. In the next phase of the project, we automatically extracted lexical information for the words and multi-word units (e.g. compounds) on the created headword list.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Number of terms in the top 100 units on the list</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adj N</td>
<td>87</td>
<td>blagovna znamka</td>
</tr>
<tr>
<td>Adj and Adj N</td>
<td>62</td>
<td>notranja in zunanj javnost</td>
</tr>
<tr>
<td>Adj Adj N</td>
<td>45</td>
<td>integrirano marketinško komuniciranje</td>
</tr>
<tr>
<td>Adj N S N</td>
<td>20</td>
<td>vladni odnosi z javnostmi</td>
</tr>
<tr>
<td>Adj N and N</td>
<td>17</td>
<td>strateško načrtovanje in upravljanje</td>
</tr>
<tr>
<td>N Adj N</td>
<td>17</td>
<td>upravljanje žgočih problemov</td>
</tr>
<tr>
<td>R Adj N</td>
<td>11</td>
<td>cenovno občutljiva informacija</td>
</tr>
<tr>
<td>N S N</td>
<td>7</td>
<td>odnosi z javnostmi</td>
</tr>
<tr>
<td>N Adj Adj N</td>
<td>6</td>
<td>model dvosmernega asimetričnega komuniciranja</td>
</tr>
<tr>
<td>N N</td>
<td>6</td>
<td>vir informacij</td>
</tr>
</tbody>
</table>

Table 1: The 10 terminologically most productive patterns containing multi-word term candidates with a noun headword.

5. Automatic extraction of lexical information

When reporting on the compilation process of a new Lexical Database for Slovene (http://www.slovenscina.eu/spletni-slovar/leksikalna-baza; Gantar, 2009; Gantar & Krek, 2011), Kosem, Gantar & Krek (2012: 118) said:

The decision to use automatic extraction of lexical information from the corpus /.../ comes from the need to reduce time and costs connected with the production of dictionaries, by utilizing new possibilities offered by state-of-the-art tools for corpus analysis.

Due to these very reasons, combined with the fact that we collaborated on the TERMI S project, as well as the Communication in Slovene project (http://www.slovenscina.eu/projekt), where this lexical description of contemporary Slovene has been produced, we used the method of Kosem, Gantar & Krek (2012) in our TERMI S project for extracting lexical information (syntactic relations, collocations, and examples) for single and multi-word terms from the KoRP corpus. The method uses the Sketch Engine tool and its Word sketch function (http://www.sketchengine.co.uk/; Kilgarriff et al., 2004; Kilgarriff & Kosem, 2012), so we had to prepare and upload the KoRP corpus in our local installation of the Sketch Engine. Due to the different nature of the project, and the corpus, some changes were necessary in the extraction algorithm and its constituent parts. For example, Sketch Grammar was slightly adapted (Krek, 2012), new GDEX (Good Dictionary Examples) configurations for good example extraction were prepared, and minor tweaks to API script (Application Programming Interface) were made (Kosem,
Gantar & Krek, 2012; Kilgarriff et al., 2008; Kosem, Husak & McCarthy, 2011). In addition, a new DTD for the Termania dictionary portal was prepared to enable importing of information in the database, as well as its visualization.

After two test automatic extractions, we divided the terms into 10 different groups according to their frequency/salience values for relations for three groups of terms:

a) single-word terms:
   - verbs:
     o group 0: frequency: 1–29
     o group 1: frequency: 30–199
     o group 2: frequency: >200
   - nouns:
     o group 0: frequency: 1–19
     o group 1: frequency: 20–99
     o group 2: frequency: 100–699
     o group 3: frequency: >700

b) multi-word terms (adjective + noun, noun + noun):2
   - group 0: frequency: 1–9
   - group 1: frequency: 10–129
   - group 2: frequency: >130

For terms in groups 0, all information available in word sketch was extracted. For other groups, we set four parameters for extraction (minimum collocation frequency, minimum collocation salience, minimum gramrel frequency, minimum gramrel salience) for each grammatical relation (example of settings is shown in Table 2, and an example of information they refer to is shown in Figure 1).3

---

2 Automatic extraction of lexical information for other patterns, e.g. noun + preposition + noun, was not possible at the time.

3 Explanation of values in Figure 1: top number in the second column indicates minimum gramrel frequency (e.g. 299 for the relation S_kakšen?), top number in the third column indicates minimum gramrel salience (e.g. 2.3), all the numbers in the second column indicate minimum collocation frequency (e.g. 32 for spodbujen), and all the numbers in the third column indicate minimum collocation salience (e.g. 11.51 for spodbujen).
It is worth emphasizing that we initially employed the same settings as our colleagues for compiling single-word noun and verb entries in the lexical database; however, the automatic extraction of lexical information for multi-word units (through MWU links in the Sketch Engine) was first tested in the TERMIS project. With the exception of values for minimum collocation salience for nouns and values for minimum gramrel salience for verbs, which remained unchanged, we had to reduce the minimum values for all other parameters of grammatical relations. This was expected, given the fact that the KoRP corpus (1.8 million words) is much smaller than the Gigafida corpus (1.2 billion words), used in extracting the information for the lexical database.

6. GDEX

Part of the method for extracting lexical information involves the GDEX tool. GDEX ranks corpus examples according to their dictionary potential by using criteria such as sentence length, whole-sentence form, sentence complexity, presence/absence of rare words, presence of URLs etc., and is therefore a very useful function for lexicographers (Kilgarriff et al., 2008; Kosem et al., 2011; Kosem, Gantar & Krek, 2012). It has been envisaged from the very beginning that the dictionary of public relations will include collocations as well as examples, so we yet again utilized the knowledge gained during the compilation of the Slovene Lexical Database (Kosem et al., 2011; Kosem, Gantar & Krek, 2012).
Table 2: Part of settings for grammatical relations for nouns, group 2.

<table>
<thead>
<tr>
<th></th>
<th>min. coll. freq.</th>
<th>min. coll. sal.</th>
<th>min. gramrel freq.</th>
<th>min. gramrel sal.</th>
<th>gramrel type</th>
</tr>
</thead>
<tbody>
<tr>
<td>O_količina</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>O</td>
</tr>
<tr>
<td>O_nedoločnik_cs</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>O</td>
</tr>
<tr>
<td>O_povratni_se</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>O</td>
</tr>
<tr>
<td>O_povratni_si</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>O</td>
</tr>
<tr>
<td>O_s_števili</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>1.0</td>
<td>O</td>
</tr>
<tr>
<td>O_tretja_oseba</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>O</td>
</tr>
<tr>
<td>O_z_lastnim_imenom</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>1.0</td>
<td>O</td>
</tr>
<tr>
<td>O_zanikanje</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>O</td>
</tr>
<tr>
<td>S_.*_p2</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_p3</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_p4</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_p5</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_p6</td>
<td>2</td>
<td>0.5</td>
<td>6</td>
<td>10.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r2</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r3</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r4</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r5</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_r6</td>
<td>2</td>
<td>0.5</td>
<td>8</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_s2</td>
<td>2</td>
<td>-20.0</td>
<td>6</td>
<td>2.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_s3</td>
<td>2</td>
<td>-20.0</td>
<td>6</td>
<td>2.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_s4</td>
<td>2</td>
<td>-20.0</td>
<td>6</td>
<td>0.2</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_s5</td>
<td>2</td>
<td>-20.0</td>
<td>8</td>
<td>0.5</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_s6</td>
<td>2</td>
<td>-20.0</td>
<td>6</td>
<td>1.0</td>
<td>S</td>
</tr>
<tr>
<td>S_.*_x_g2</td>
<td>2</td>
<td>-20.0</td>
<td>6</td>
<td>0.5</td>
<td>S</td>
</tr>
</tbody>
</table>

We prepared five different GDEX configurations for nouns and two for verbs; the configurations differed in values of certain parameters (e.g. optimum example length: 15–40 words/15–35 words/15–30 words). After several evaluations we selected two final configurations: one for nouns (single-word and multi-word) and one for verbs. The difference in ranking of examples by different configurations was especially noticeable for more frequent nouns, i.e. nouns with frequency over 600, while the comparison of rankings for single-word nouns, multi-word nouns, and verbs with frequency under 250 displayed little or no difference; however, this is to be expected due to a smaller number of examples for each collocate of low frequency words. Nonetheless, even in the cases of collocates with fewer examples, GDEX saved valuable time by ranking, and thus selecting for automatic export, the two best examples.

If compared with the GDEX configuration used for the Slovene Lexical Database, only three changes have been required for the terminology extraction. The changes to frequency settings were expected. Table 3 shows the differences in settings for nouns.
In addition to the three changes in settings used for noun terms, another change was made in the extraction of information for verb terms; namely, we added a classifier for optimum position of the keyword (i.e. term), so that the examples containing the keyword in the last two thirds of the sentence were ranked higher.

After all the configurations had been prepared, we ran the API script and extracted the information in XML format, and after minor conversions (e.g. gramrel names) imported the data into the editing tool of the Termania terminology portal.

Using word sketches, sketch grammar and GDEX, we extracted collocates and good examples (two examples per collocate). Each collocate was automatically listed under the relevant grammatical relation. Using this approach, we avoided manual corpus analysis for nearly 2000 terms, including the consultation of word sketches. Manual corpus analysis was used for only 150 multi-word terms that did not contain the combination adjective + noun or noun + noun, i.e. multi-word terms where automatic extraction of lexical information was not possible.

### 7. Editing the data

“No matter how many features are used to summarize the data, the lexicographer still needs to critically review the summary” (Kilgarriff & Kosem, 2012: 48). One of the differences between the compilation of a terminological dictionary and the compilation of a general dictionary is that there is much less polysemy in a terminological dictionary. Consequently, the work with the dictionary editor on the Termania portal (Figure 2) mainly comprised the redistribution and grouping of semantically related collocates, identification of compounds, and moving and reordering of corpus examples. In rare cases, we were required to re-examine the word sketch of the term, and in 10% of collocates the automatically extracted examples were too similar, so we analyzed the concordances and manually selected another example. This was the case for rare words and phrases where GDEX is of little use; in fact, in many cases the manual analysis revealed that there are no

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Slovene Lexical Database</th>
<th>TERMIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>penalty for examples containing tokens with frequency of less than 3</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>lemma frequency</td>
<td>yes, frequency = 1000</td>
<td>no</td>
</tr>
<tr>
<td>additional classifier for second-level collocations</td>
<td>yes, weight 10 (min. frequency of a collocate: 2)</td>
<td>yes, weight 10</td>
</tr>
</tbody>
</table>

Table 3: Part of GDEX configuration settings for Lexical Database for Slovene and TERMIS (single-word and multi-word nouns).
alternative different examples in the corpus, as the authors of corpus texts cited the same source in the same or a very similar manner. Even in cases when all the word sketch information was extracted (e.g. for 479 nouns with corpus frequency of less than 20), the automatic extraction reduced the time required for editing; deleting irrelevant information was quicker than the alternative, i.e. searching for relevant information in concordances and manually exporting each example.

8. Visualization of data for online dictionary

The visualization of the terminological dictionary of public relations is currently in its final stage. Online availability of the dictionary database was included in the original project proposal.

There are some important characteristics of online dictionaries or databases, including a customizable interface, filters, hyperlinks, video content, etc. (e.g. see Corréard, 2002; Schryver, 2003: 152–160; Heid & Gouws, 2006: 981; Caruso 2011). Simultaneously, we are aware of the rather unexpected findings of Müller-Spitzer, Koplenig & Töpel (2011), that multimedia content and other functionalities of online dictionaries are regarded as rather unimportant by users, especially if compared with the importance of reliability, clarity, and the up-to-date nature of information (see also Koplenig, 2011). Thus, we focussed on one particular aspect of visualization: how to present data to the user in a clear and understandable manner, considering that for a terminological dictionary there is likely to be a large amount of data for a single entry.

As shown in Figures 3–5, each entry (at the moment) consists of three levels of display:

Figure 2: Dictionary editor of the Termania portal.
I. The home page of Termania contains a search window that enables searches in all dictionaries included in the portal. At this level, the search results from the dictionary of public relations include the following information: headword, beginning of a (short) definition, and translation of headword into English (Figure 3).

II. By clicking on the headword, we open the second level where additional information is displayed: frequency in the KoRP corpus in the form of diamonds,\footnote{Number of diamonds and related values: one diamond = frequency between 1–99, two diamonds = frequency of 100–699, three diamonds = frequency 700 and above.} grammar information, entire short definitions, two corpus examples, collocates grouped by grammatical relation (Figure 4), related entries in the same dictionary (cross references), and, in the last part of the entry, links to concordances in Gigafida and KoRP.

---

Figure 3: Termania portal: first level of entry display.

Figure 4: Termania portal: second level of entry display (partial screenshot).
III. The user accesses the third level by clicking on *več*... (*more*...), available in two places:

a) at a short definition, where a click on *več*... reveals a longer, encyclopaedic definition (Figure 5, above),

b) and at each group of collocates, where a click on *več*... reveals corpus examples, two per collocate (Figure 5, below).

At the time of writing the paper, we are conducting a survey among public relations experts and translators. The survey will provide information on understandability, clarity, accuracy, readability, amount, usefulness and relevance of the database contents and its structure. The survey findings will be implemented in the design of the dictionary.

---

Figure 5: Termania portal: third level of entry display (partial screenshot).
9. Conclusion
The aim of the TERMIS project was the development of a model for compiling Slovene terminological dictionaries or systematically structured databases in a relatively short amount of time. The method of automatic extraction of term candidates and lexical information (including collocations and examples) from the corpus, used in compiling the terminological database of public relations terms, is in fact language independent; individual parameters of different tools can be adapted to other languages, something that is important for modern lexicography that promotes automating as much of the lexicographic work as possible (Kosem, Gantar & Krek, 2012; Rundell & Kilgarriff, 2011). The use of language technologies and lexicographic tools, as described in this paper, has not only facilitated a quicker building of terminological database for the discipline of public relations, but has also made the analysis more objective.

It appears that user-friendliness and the availability of various multimedia functions, enabled by the online dictionary medium, are yet to be fully developed by dictionary-makers; similarly, dictionary users are still getting accustomed to these functions (Müller-Spitzer, Koplenig & Töpel, 2011). The online format has removed the need for space-saving techniques; but in contrast has raised two questions: how much data is still manageable for the user, and how should dictionary information be effectively organized in this new medium?

One of the really distinctive features of dictionaries and other lexicographical tools is that they provide quick and easy access to the specific types of data from which a specific type of users can retrieve the information that may cover their specific types of needs in a specific type of extra-lexicographical situation (Tarp 2010: 40).

We are currently conducting a survey among the users of our dictionary that will provide answers to certain questions related to design and structure of dictionary data, but only the feedback of the wider public can evaluate how successful we have been in achieving the aim of our dictionary project.

The TERMIS project has highlighted how language technologies can speed up the building of terminological databases. In addition, language technologies can be used to identify types of information that can be difficult to obtain by manual analysis.

We have developed a model for building a terminological database that could be adopted by other disciplines in Slovenia for the compilation of respective terminological dictionaries. We believe that in times of internationalization of disciplines and research, an effective way to facilitate the development of terminology is by using the approach demonstrated by TERMIS: by making state-of-the-art electronic terminological resources.
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